
Content Page Title
40pt  

Color: R153 G0 B0
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

:
30pt

5
30pt  

Color:Black
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

User Behavior Modeling with Deep Learning for 
Recommendation: Recent Advances
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User Behavior Modeling

n In the digital age, user-generated data is rapidly 
accumulating, providing valuable information 
resources for businesses, research institutions, and 
government agencies. 

n The proliferation of user-generated data has given 
rise to a new challenge – Information Overload. 

n Understanding and modeling user behavior has 
become a critical challenge and opportunity in the 
fields of information science and business. Data Accumulation
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User Behavior Modeling

n In the digital age, user-generated data is rapidly 
accumulating, providing valuable information 
resources for businesses, research institutions, and 
government agencies. 

n The proliferation of user-generated data has given 
rise to a new challenge – Information Overload. 

n Understanding and modeling user behavior has 
become a critical challenge and opportunity in the 
fields of information science and business. information overload
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User Behavior Modeling

n In the digital age, user-generated data is rapidly 
accumulating, providing valuable information 
resources for businesses, research institutions, and 
government agencies. 

n The proliferation of user-generated data has given 
rise to a new challenge – Information Overload. 

n Understanding and modeling user behavior has 
become a critical challenge and opportunity in the 
fields of information science and business.

User Modeling
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User Behavior Modeling

n User behavior modeling (UBM) extracts personalized  interests from user behavior history, which 
is key to recommender systems.

n In recent years, a series of advanced techniques have been increasingly employed in user behavior 
modeling, including RNN, Attention, GNN and CNN.

RNN CNN
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User Behavior Modeling
n The goal of UBM is to learn a function 𝐹!"#$(⋅) for 

predicting how likely a user 𝑢 will be interested in an 
item 𝑖.
𝑝 𝑢, 𝑖 = 𝐹!"#$ 𝑢, 𝑖, 𝐻%, 𝑓%, 𝑓&, 𝑓' , ∀𝑢 ∈ 𝑈, 𝑖 ∈ 𝐼.

n Each behavior record 𝑏%,) = 𝑣), 𝑡), 𝑓) , ∀𝑏%,) ∈ 𝐻%, 
consists of interacted item 𝑣) ∈ 𝑈, the timestamp 𝑡), 
and the related features 𝑓).

n Three development trends in recent years
• Longer length
• Increased multiplicity
• Growing heterogeneity

Development trends
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User Behavior Modeling

n Taxonomy

n Conventional UBM
n Long-Sequence UBM
n Multi-Type UBM
n UBM with Side Information
n Industrial Practices
n Future Prospects

Development trends
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OUTLINE
n 01 INTRODUCTION
n 02 CONVENTIONAL UBM

• Network structures: RNN, CNN, Attention, GNN

n 03 LONG-SEQUENCE UBM
• Memory-augmented methods
• User behavior retrieval methods

n 04 MULTI-TYPE UBM
• Late fusion methods
• Early fusion methods

n 05 UBM WITH SIDE INFORMATION
• Time information
• Item attribute
• Multi-modal information

n 06 INDUSTRIAL PRACTICES
n 07 NEW TRENDS AND TECHNIQUES

• Reinforcement learning
• Large language models
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Conventional UBM
n Learn user interests  from simple historical behavior sequences, usually with limited length.
n Formulated as

𝑝 𝑢, 𝑖 = 𝐹!"#$ 𝑢, 𝑖, 𝐻%* , ∀𝑢 ∈ 𝑈, 𝑖 ∈ 𝐼.
n Various deep network structures have been adopted to learn from 𝐻%.

GRU4Rec [ICLR ‘16]

RNN-based Methods

Caser [WSDM ‘18]

CNN-based Methods

DIN [AAAI ‘19]

Attention-based Methods

Hidasi, Balázs, et al. "Session-based recommendations with recurrent neural networks." arXiv preprint arXiv:1511.06939 (2015).
Tang, Jiaxi, and Ke Wang. "Personalized top-n sequential recommendation via convolutional sequence embedding." Proceedings of the eleventh ACM international conference on web search and data 
mining. 2018.
Zhou, Guorui, et al. "Deep interest network for click-through rate prediction." Proceedings of the 24th ACM SIGKDD international conference on knowledge discovery & data mining. 2018.
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Conventional UBM

n RNN-based Methods

n Capture information from previous time steps and utilize it in subsequent time steps. 
n Be employed to capture users’ long and short-term interests.
n Limitation: Complex gating mechanisms increase the computational load.

GRU4Rec [ICLR ‘16]
Hidasi, Balázs, et al. "Session-based recommendations with recurrent neural networks." arXiv preprint arXiv:1511.06939 (2015).
Hidasi, Balázs, et al. "Parallel recurrent neural network architectures for feature-rich session-based recommendations." Proceedings of the 10th ACM conference on recommender systems. 2016.

p-RNN [Recsys ‘16]
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Conventional UBM

n CNN-based Methods

n How to capture the skip behaviors well, where the next step is influenced by the 
behaviors a few steps earlier. 

n Limitation: Because of the size limitations of CNN's filters, it is difficult for CNN to 
capture global information and long-term dependencies.

Caser [WSDM ‘18] NextItNet [WSDM ‘19]
Tang, Jiaxi, and Ke Wang. "Personalized top-n sequential recommendation via convolutional sequence embedding." Proceedings of the eleventh ACM international conference on web search and 
data mining. 2018.
Yuan, Fajie, et al. "A simple convolutional generative network for next item recommendation." Proceedings of the twelfth ACM international conference on web search and data 
mining. 2019.
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Conventional UBM

n Attention-based Methods

n Modeling interactions between any pair of behaviors, without degradation over the 
encoding.

n Avoid performance degradation caused by a large distance.

SASRec [ICDM ‘18] DIN [KDD ‘18]

Kang, Wang-Cheng, and Julian McAuley. "Self-attentive sequential recommendation." 2018 IEEE international conference on data mining (ICDM). IEEE, 2018.
Zhou, Guorui, et al. "Deep interest network for click-through rate prediction." Proceedings of the 24th ACM SIGKDD international conference on knowledge discovery & data mining. 2018.
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Conventional UBM

n GNN-based Methods
n Using the properties of graphs to learn the structural characteristics of interactions. 
n By introducing graph contrastive learning, we can enhance the data from a global 

perspective.

APGL4SR
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n 01 INTRODUCTION
n 02 CONVENTIONAL UBM

• Network structures: RNN, CNN, Attention

n 03 LONG-SEQUENCE UBM
• Memory-augmented methods
• User behavior retrieval methods

n 04 MULTI-TYPE UBM
• Late fusion methods
• Early fusion methods

n 05 UBM WITH SIDE INFORMATION
• Time information
• Item attribute
• Multi-modal information

n 06 INDUSTRIAL PRACTICES
n 07 NEW TRENDS AND TECHNIQUES

• Reinforcement learning
• Large language models
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Long-Sequence UBM
n Learn user interests from long historical behavior sequences (as least in thousands).
n Formulated as

𝑝 𝑢, 𝑖 = 𝐹!"#$ 𝑢, 𝑖, 𝐻%+ , ∀𝑢 ∈ 𝑈, 𝑖 ∈ 𝐼.
n Enables to take advantage of long-term behavior dependencies and the periodicity of user 

behaviors.
n Longer sequences may contain more noise and require longer inference time.

Memory-augmented Methods Retrieval Methods

NARM [KDD ‘18] HPMN [SIGIR ‘19] UBR [SIGIR ‘20] ETA [Arxiv ‘21]
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n Hierarchical Periodical Memory Network, HPMN

Ø User behavior sequences vary in length and there exist extremely long sequences.
Ø Dynamic and multi-facet user interests.

Memory-augmented Methods

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.
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n Hierarchical Periodical Memory Network, HPMN

Memory-augmented Methods

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.
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n Hierarchical Periodical Memory Network, HPMN

Memory-augmented Methods

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.

▪ The content in the 𝑗-th memory slot at step 𝑖
▪ {𝒎!

"}"#$%

▪ Memory query and attentional reading
▪ Given the query vector of the target item 𝒗
▪ Calculate the attention weight 𝑤" = 𝐸 𝒎" , 𝒗 for each 𝑗-th memory slot

▪ User representation 𝒓 = ∑"%𝑤" ⋅ 𝒎" at step 𝑖

▪ Periodical and gate-based (soft) writing
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n Hierarchical Periodical Memory Network, HPMN

• Real-time query only on the maintained user memory
q w/o inference over the whole user behavior sequence online

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.
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n Hierarchical Periodical Memory Network, HPMN

• Overall Framework

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.
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n Hierarchical Periodical Memory Network, HPMN

Experimental results: Visualized Analysis:

Ren, Kan, et al. "Lifelong sequential modeling with personalized memorization for user response prediction." Proceedings of the 42nd International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2019.
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n User Behavior Retrieval, UBR

Retrieval Methods

Qin, Jiarui, et al. "User behavior retrieval for click-through rate prediction." Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020.

n Most of existing sequential CTR works use the most recent N behaviors, if N is
large

• Heavy burden on system overhead (storage and latency), unable to model ultra-long
historical behavior sequences

• Longer sequences have a lot of noise
• Each prediction uses exactly the same recent N behaviors, which may be not suitable for

different target items

n Instead of designing more complex model, retrieval methods turn to the data
perspective

• For each prediction, retrieve the most useful N behaviors (N is not large) from all the
user’s log

• Use search engine technique to retrieve relevant behaviors
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n User Behavior Retrieval, UBR

Retrieval Methods

Qin, Jiarui, et al. "User behavior retrieval for click-through rate prediction." Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020.
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n User Behavior Retrieval, UBR

Retrieval Methods

l For the same user, when predicting interest in different items, different historical 
behaviors of the user can be retrieved for modeling.

Qin, Jiarui, et al. "User behavior retrieval for click-through rate prediction." Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020.
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n User Behavior Retrieval, UBR

l Feature selection module: Use self-attention to select important features and combine
them with the user ID to form a query.

l Behavior search module: searches for the most important historical behavior of the
current user based on the query.

Behavior storage: feature based inverted index

The query is formulated as

Qin, Jiarui, et al. "User behavior retrieval for click-through rate prediction." Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020.
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n User Behavior Retrieval, UBR

Experimental results:
Group1: Same length of user sequences

Experimental results:
Group2: Longer sequences for baselines

Qin, Jiarui, et al. "User behavior retrieval for click-through rate prediction." Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020.
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Multi-Type UBM
n Explicitly model different behavior types (e.g., view, click, purchase)
n Formulated as

𝑝 𝑢, 𝑖, 𝑏 = 𝐹!"#$ 𝑢, 𝑖, 𝐻%$# , ∀𝑢 ∈ 𝑈, 𝑖 ∈ 𝐼.
n Different behavior types have different characteristics, but are also correlated.

Late Fusion Early Fusion

DMT [CIKM ‘20] CIGF [WWW ‘23] MBSTR [SIGIR ‘22]𝝅-Net [SIGIR ‘19]
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n Compressed Interaction Graph based Framework, CIGF

Late Fusion

n Users interact with items through different
behaviors, which can be treated “as features”
for multi-behavior relation learning or “as
labels” for multi-task supervised learning.

n Inadequate modeling of high-order relations
when treating multi-behavior data “as
features”.

n Potential gradient conflict when treating
multi-behavior data “as labels”.

Guo, Wei, et al. "Compressed Interaction Graph based Framework for Multi-behavior Recommendation." arXiv preprint arXiv:2303.02418 (2023).
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n Compressed Interaction Graph Convolution Network, CIGCN

Late Fusion

Ø Interaction & Compression of Graph
p Three technical details: subgraph

partitioning, instance-level interaction,
and multi-head attention mechanism for
compression.

Ø Graph Convolution
p The information of neighbor nodes is

aggregated by a message passing
mechanism.

p Residual operation is set to alleviate the
over-smoothing phenomenon caused by
increasing layers and excavate the
higher-order behavior correlation.

Guo, Wei, et al. "Compressed Interaction Graph based Framework for Multi-behavior Recommendation." arXiv preprint arXiv:2303.02418 (2023).
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n Multi-Expert with Separate Input, MESI

Late Fusion

Ø Multi-Expert with Separate Input
p Different expert networks were used

to extract perceptual information
represented by decoupled inputs.

p Decoupled inputs are used to
generate different task perception
gates to converge expert subsets of
different behavioral perceptions.

Guo, Wei, et al. "Compressed Interaction Graph based Framework for Multi-behavior Recommendation." arXiv preprint arXiv:2303.02418 (2023).
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n Compressed Interaction Graph based Framework, CIGF

Ø CIGF consistently yields superior
performance on all three datasets.

Ø It is important to simultaneously
consider multi-behavior and high-order
relations.

Guo, Wei, et al. "Compressed Interaction Graph based Framework for Multi-behavior Recommendation." arXiv preprint arXiv:2303.02418 (2023).
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n 02 CONVENTIONAL UBM

• Network structures: RNN, CNN, Attention

n 03 LONG-SEQUENCE UBM
• Memory-augmented methods
• User behavior retrieval methods

n 04 MULTI-TYPE UBM
• Late fusion methods
• Early fusion methods

n 05 UBM WITH SIDE INFORMATION
• Time information
• Item attribute
• Multi-modal information

n 06 INDUSTRIAL PRACTICES
n 07 NEW TRENDS AND TECHNIQUES

• Reinforcement learning
• Large language models
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n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

n In real-world online service platforms, user interactions are intrinsically
Sequential and Multi-behavioral.

n Sequential: Interest dynamics and evolution.

n Multi-behavioral: Fine-grained interest patterns, Solution for data sparsity.

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.



Content Page Title
40pt  

Color: R153 G0 B0
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

:
30pt

5
30pt  

Color:Black
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

Ø Complex multi-behavior dependencies
p Capture fine-grained heterogeneous dependencies.

Ø Diverse multi-behavior sequential patterns
p Explicitly model the diverse sequential patterns

Ø Sparse target behavior data
p An appropriate training strategy with a dedicated prediction module

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.
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n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

MB-Transformer Layer
p Capture heterogeneous

dependencies

MB-sequential pattern generator
p Model diverse sequential patterns

Behavior-aware masked prediction
p Give better predictions on target

behavior

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.
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n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

Ø Traditionally: homogeneous
p Words, image patches, Audio segments…

Ø Heterogeneous dependencies in multi-behavior
settings

Ø Two components
p MB-MSA: multi-behavior integration.
p BS-MLP: behavior-specific transformation.

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.
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n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

Ø Diverse sequential patterns
p E.g. clicks: short-term interests vs purchases: long-term interests

Ø Encode sequential patterns:

Ø Add P to attention matrix

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.
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n Multi-Behavior Sequential Transformer Recommender, MBSTR
Early Fusion

Ø How to effectively train the model with multi-behavior data?
p Multi-behavior data as inputs and supervision signals

Ø Behavior-Aware Masked Item Prediction

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.
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n Multi-Behavior Sequential Transformer Recommender, MBSTR

Ø The effectiveness of the MB-STR model.

Ø Both sequential and multi-behavioral
information bring benefits to model
performance.

Yuan, Enming, et al. "Multi-behavior sequential transformer recommender." Proceedings of the 45th international ACM SIGIR conference on research and development in information 
retrieval. 2022.



Content Page Title
40pt  

Color: R153 G0 B0
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

:
30pt

5
30pt  

Color:Black
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

OUTLINE
n 01 INTRODUCTION
n 02 CONVENTIONAL UBM

• Network structures: RNN, CNN, Attention

n 03 LONG-SEQUENCE UBM
• Memory-augmented methods
• User behavior retrieval methods

n 04 MULTI-TYPE UBM
• Behavior type definition
• Multi-behavior type fusion and prediction

n 05 UBM WITH SIDE INFORMATION
• Time information
• Item attribute
• Multi-modal information

n 06 INDUSTRIAL PRACTICES
n 07 NEW TRENDS AND TECHNIQUES

• Reinforcement learning
• Large language models



Content Page Title
40pt  

Color: R153 G0 B0
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

:
30pt

5
30pt  

Color:Black
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

UBM with Side Information: Time Information

n In the past, researchers usually only considered 
the relative time of items as the ranking basis.

n A simple example: Positional Encoding

n However, the interaction time of each 
item actually contains a lot of 
information.

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).
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UBM with Side Information: Time Information

n There are some other methods using time information:

n In shared account recommendation, the interaction time can be used to distinguish 
the interests of different users. (𝜋-Net)

n By perceiving interaction intervals, it helps to extract users' emerging preferences. 
(TIEN)

n To better model user short-term interests, you can also use dynamic time intervals 
to split sessions. (TiSSA)

Ma, Muyang, et al. "π-net: A parallel information-sharing network for shared-account cross-domain sequential recommendations." Proceedings of the 42nd international ACM SIGIR conference on 
research and development in information retrieval. 2019.
Li, Xiang, et al. "Deep time-aware item evolution network for click-through rate prediction." Proceedings of the 29th ACM International Conference on Information & Knowledge Management. 2020.
Lei, Chenyi, Shouling Ji, and Zhao Li. "Tissa: A time slice self-attention approach for modeling sequential user behaviors." The World Wide Web Conference. 2019.
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n Not only the user interaction sequence contains information, but also the attribute 
information contains a lot of user interests.

UBM with Side Information: Item Attribute [FDSA, IJCAI ’19]

Zhang, Tingting, et al. "Feature-level Deeper Self-Attention Network for Sequential Recommendation." IJCAI. 2019.
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n Through the fusion of interaction information and attribute information, the modeling 
effect can be significantly improved.

UBM with Side Information: Item Attribute [FDSA, IJCAI ’19]

Zhang, Tingting, et al. "Feature-level Deeper Self-Attention Network for Sequential Recommendation." IJCAI. 2019.
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Item Attribute: Transferring in KCG [TechCD, SIGIR ’23]

n This is a cross-domain zero-shot cognitive diagnosis task.
n The key point of information transferring is to find an intermediary.
n Attributes of users and items can be transferred through KCGs.

Gao, Weibo, et al. "Leveraging Transferable Knowledge Concept Graph Embedding for Cold-Start Cognitive Diagnosis." Proceedings of the 46th International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2023.
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Item Attribute: Transferring in KCG [TechCD, SIGIR ’23]

n Employing a pedagogical KCG as the intermediary to facilitate the sharing of student 
cognitive states across different domains. 

n Using GCN to aggregate the information in KCG.
n Consider the high-order output of GCN as the general interest.

TechCD [SIGIR ’23]

Gao, Weibo, et al. "Leveraging Transferable Knowledge Concept Graph Embedding for Cold-Start Cognitive Diagnosis." Proceedings of the 46th International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2023.
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n This work aims to make a better cognitive diagnosis for students, leading to better 
exercise recommendation results, etc.

n We can observe a significant improvement in the model's prediction of student 
performance.

Item Attribute: Transferring in KCG [TechCD, SIGIR ’23]

Gao, Weibo, et al. "Leveraging Transferable Knowledge Concept Graph Embedding for Cold-Start Cognitive Diagnosis." Proceedings of the 46th International ACM SIGIR Conference on Research and 
Development in Information Retrieval. 2023.
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UBM with Side Information: Multi-modal Information

n Multi-modal information, such as text, pictures, 
audio, etc., contains users’ interests.

n It’s vital but hard to make use of multi-modal 
information, for the different input form of each 
modality.

n Information of different modality is usually 
embedded into different representation spaces.

n The key point is Multimodal Fusion, that is, 
fusing the representations of different 
embedding space. 

Lei, Zhenfeng, et al. "Is the suggested food your desired?: Multi-modal recipe recommendation with demand-based knowledge graph." Expert Systems with Applications 186 
(2021): 115708.
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Multi-modal Information: Fusing Multiple Modes [p-RNN, Recsys ’16]

n Items often come with rich feature representation such as detailed text description or images.
n An ordinary model using RNN to fuse the multi-modal data.

Hidasi, Balázs, et al. "Parallel recurrent neural network architectures for feature-rich session-based recommendations." Proceedings of the 10th ACM conference on recommender systems. 2016.
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Multi-modal Information: Fusing Multiple Modes [p-RNN, Recsys ’16]

n The left table shows that the introduction of multimodal information helps the model achieve 
better results with a smaller number of parameters.

n The right figure shows that even if the GRU is simply used to integrate the multi-
mode embedding, the effect can be significantly improved.

Hidasi, Balázs, et al. "Parallel recurrent neural network architectures for feature-rich session-based recommendations." Proceedings of the 10th ACM conference on recommender systems. 2016.
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Multi-modal Information: Fine-tune LLM [LLaMA-Adapter, arXiv ’23]

n The ordinary large language model(LLM) can only deal with text, so it’s necessary to adopt some 
other training strategies to introduce multi-modal information.

n LLMs can make more efficient use of multimodal information by using the extensive 
background knowledge they store. 

Huang, Shaohan, et al. "Language is not all you need: Aligning perception with language models." arXiv preprint arXiv:2302.14045 (2023).
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Multi-modal Information: Fine-tune LLM [LLaMA-Adapter, arXiv ’23]

n With adapter, a lightweight but efficient additional network, LLM can be fine-tuned efficiently.
n By freezing the core architecture and making targeted adjustments solely to the 

adapter, the model can be effectively tuned , and the model can also be adapted to a 
particular domain.

LLaMA-Adapter [arXiv ’23]

Zhang, Renrui, et al. "Llama-adapter: Efficient fine-tuning of language models with zero-init attention." arXiv preprint arXiv:2303.16199 (2023).
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Multi-modal Information: Fine-tune LLM [LLaMA-Adapter, arXiv ’23]

n This work uses the adapter to input multimodal information, giving the LLM the 
ability to process both images and texts.

n With the input of multi-modal information, the LLM has more comprehensive 
modeling and perception capabilities.

LLaMA-Adapter [arXiv ’23]

Zhang, Renrui, et al. "Llama-adapter: Efficient fine-tuning of language models with zero-init attention." arXiv preprint arXiv:2303.16199 (2023).
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Industrial Practices
n UBM has been deployed in e-commerce, 

app store, and coupon allocation.
n The consideration of long-range behaviors, 

multi-type behaviors, and side information 
all achieve improvements over 
conventional UBM.

n Hashing or sampling techniques can 
improve the efficiency of UBM.

n GNN-based methods may have difficulty in 
deploying online.
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New Trends and Techniques: Reinforcement Learning
n Maximize long-term reward
n Model user preferences in an interactive way

• Recommendation results influence users’ current state (e.g., current preferences and interests) ⇒𝑠
• Interacting with users in multiple turns ⇒𝑠𝑡𝑎𝑡𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛
• Acting in recommending users’ favored items/item lists ⇒𝑎
• Receive feedback from users ⇒𝑟
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New Trends and Techniques: Reinforcement Learning
n Suppose we have a set of users 𝒰 and a set of items 𝒱. Then for 

each user, at timestamp 𝑡,
• The recommender system observe a sequence of users’ historical 

behaviors 𝐻! (state representation)
• Recommend an item or a list of items 𝐴! to the user according to a 

recommendation policy 𝜋!
• The user observes the recommendation results and provides feedback 
𝑓"!

• The recommender system updates the policy 𝜋! according to the 
feedback 𝑓"!

n State representation
• Should summarize past information (user, item, context) such that all 

relevant information is not missed
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Reinforcement Learning: State Representation [DEERS, KDD’18]
n Positive behaviors: purchase, click…
n Negative behaviors: skip, leave…
n Indicate user preferences from the opposite aspects
n Advantage:

• Avoid bad recommendation cases
n Challenges:

• Negative feedback could bury the positive ones
• May not come from users’ dislike

Zhao, Xiangyu, et al. "Recommendations with negative feedback via pairwise deep reinforcement learning." KDD. 2018.
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Reinforcement Learning: State Representation [DEERS, KDD’18]
n Intuition: 

• Recommend an item that is similar to the positive items
• While dissimlar to the negative items

n GRU to capture users’ sequential preferences
n Users tend to click one item while skip the other items 

in the same category 

Positive sequences Negative sequences

Zhao, Xiangyu, et al. "Recommendations with negative feedback via pairwise deep reinforcement learning." KDD. 2018.
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Reinforcement Learning: State Representation [DEERS, KDD’18]

Zhao, Xiangyu, et al. "Recommendations with negative feedback via pairwise deep reinforcement learning." KDD. 2018.

Offline evaluation Online simulated evaluation
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Reinforcement Learning: State Representation [DRR, KBS’20]
n State representation: user current preferences and interests
n The state representation module 

• DRR-p: utilize a product operator to capture the pairwise local dependency between items.
• DRR-u: add the pairwise interactions of user-item.
• DRR-ave: eliminate the position effects
• DRR-att: apply the attention mechanism

Liu, Feng, et al. "Deep reinforcement learning based recommendation with explicit user-item interactions modeling." arXiv preprint arXiv:1810.12027 (2018).
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Reinforcement Learning: State Representation [DRR, KBS’20]
n DRR outperforms existing representative SL and RL baselines

Online simulation: Total rewards

Liu, Feng, et al. "Deep reinforcement learning based recommendation with explicit user-item interactions modeling." arXiv preprint arXiv:1810.12027 (2018).

Offline experiments



Content Page Title
40pt  

Color: R153 G0 B0
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

:
30pt

5
30pt  

Color:Black
Corporate Font: 

FrutigerNext LT Medium
Font to be used by 

customers and 
partners:  

Arial

OUTLINE
n 01 INTRODUCTION
n 02 CONVENTIONAL UBM

• Network structures: RNN, CNN, Attention

n 03 LONG-SEQUENCE UBM
• Memory-augmented methods
• User behavior retrieval methods

n 04 MULTI-TYPE UBM
• Late fusion methods
• Early fusion methods

n 05 UBM WITH SIDE INFORMATION
• Time information
• Item attribute
• Multi-modal information

n 06 INDUSTRIAL PRACTICES
n 07 NEW TRENDS AND TECHNIQUES

• Reinforcement learning
• Large language models
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New Trends and Techniques: Large Language Models
n Large language models contains open-world knowledge and reasoning ability
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Large Language Models: Open-world Knowledge [Kar, DLP ’23]
n Large language models can perform logical reasoning
n Understand underlying preferences and motives that drive user behaviors

Xi, Yunjia, et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models." arXiv preprint arXiv:2306.10933 (2023).
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Large Language Models: Open-world Knowledge [Kar, DLP ’23]

Xi, Yunjia, et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models." arXiv preprint arXiv:2306.10933 (2023).
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Large Language Models: Open-world Knowledge [Kar, DLP ’23]

Xi, Yunjia, et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models." arXiv preprint arXiv:2306.10933 (2023).
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Large Language Models: Knowledge Prompt-tuning [KP4SR, MM ’23]

n Limitation of adapting LLM to 
recommendation:

• Language model lack domain knowledge
• Struggle to capture users’ fine-grained 

preferences
n Introduce an external knowledge graph to 

LM for behavior modeling
n Two further challenges:

• How to convert structured knowledge 
graphs into text sequences

• How to deal with the noise caused by 
irrelevant entities and relationships

Zhai, Jianyang, et al. "Knowledge Prompt-tuning for Sequential Recommendation." ACM MM. (2023).
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Large Language Models: Knowledge Prompt-tuning [KP4SR, MM ’23]

n Prompt construction
• Convert user behaviors into masked 

personalized prompts
• Convert triples in KGs to knowledge 

prompts

n Prompt denoising
• Control the attention between input tokens
• Implemented with a tree-structure

Zhai, Jianyang, et al. "Knowledge Prompt-tuning for Sequential Recommendation." ACM MM. (2023).
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Large Language Models: Knowledge Prompt-tuning [KP4SR, MM ’23]

n LM-based methods surpassed traditional UBM methods
n KP4SR improves the baseline by a large margin

Zhai, Jianyang, et al. "Knowledge Prompt-tuning for Sequential Recommendation." ACM MM. (2023).
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Large Language Models: Lifelong Behavior Comprehension [RELLA ArXiv ’23]

n LLMs fail to extract the useful information from long user behavior sequence

Lin, Jianghao, et al. "ReLLa: Retrieval-enhanced Large Language Models for Lifelong Sequential Behavior Comprehension in Recommendation." arXiv preprint arXiv:2308.11131 (2023).
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Large Language Models: Lifelong Behavior Comprehension [RELLA ArXiv ’23]

n ReLLa: 
• Apply LLM to obtain the semantic vectors
• Retrieve top-K behaviors w.r.t. the target item

Lin, Jianghao, et al. "ReLLa: Retrieval-enhanced Large Language Models for Lifelong Sequential Behavior Comprehension in Recommendation." arXiv preprint arXiv:2308.11131 (2023).
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Large Language Models: Lifelong Behavior Comprehension [RELLA ArXiv ’23]

Lin, Jianghao, et al. "ReLLa: Retrieval-enhanced Large Language Models for Lifelong Sequential Behavior Comprehension in Recommendation." arXiv preprint arXiv:2308.11131 (2023).
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Conclusion
n Conventional UBM: RNN, CNN, and Attention-

based techniques
n Longer length: memory-augmented methods, and 

retrieval methods
n Increase multiplicity: click, purchase, skip…
n Growing heterogeneity: item attribute, multi-

modal information, time information.
n New trends and techniques: reinforcement 

learning and large language models.

Towards complicated, complete, human-like analysis!
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Future Prospects
n Deeper information fusion: combine long and multi-type behavior modeling.
n More efficient learning method: manage the trade-off between effectiveness and efficiency for 

online serving.
n More interpretable user representations: improve interpretability.
n More advanced techniques: build pre-trained unified models.
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Thank you! 


